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Populations and Samples

A Phrase worth remembering!

— Populations have Parameters.

— Samples have Statistics.
A population is a set of data points with fixed boundaries.
A sample is a random subset of a population.

Classical statistical inference deals with estimating population parameters
by taking samples and calculating statistics.




Wine Bottling Example

e Bottling machine fills 750 ml wine bottles.

— Machine is engineered such that 99.7% of the time the amount of
wine dispensed should be 750 +/- 1 ml.

* A bottling run of 5 barrels is planned.
— 1,500 wine bottles.
— Approximately 2 pallets worth of wine.

Wine Trivia

grapes = 1 cluster

cluster 1 glass

glasses = 1 bottle
12 bottles = 1 case
300 bottles 1 barrel




Wine Bottling Example

 What is our data population?




Wine Bottling Example

 What is our data population?
— 1,500 bottles.




Wine Bottling Example

 What is our data population?
— 1,500 bottles
« What are it’s parameters?




Wine Bottling Example

 What is our data population?
— 1,500 bottles
« What are it’s parameters?
— Meanis 750 ml.
— Standard Deviation is .33 ml.




Wine Bottling Example

 What is our data population?
— 1,500 bottles
« What are it’s parameters?
— Mean is 750 ml
— Standard Deviation is .33 ml
 How can we validate the bottling machine is working properly?
— We want to be 99% certain the machine is working properly.
— Manually measure the volume of 7 randomly selected bottles.
e Sample size a function of Standard Deviation and error measure.
N = (z,,)*0?/E?
— Conduct a two tailed Hypothesis test about the population
mean.




Wine Bottling Example
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Wine Bottling Example

* Conclusion from test

— There is insufficient evidence to reject the null hypothesis that the
mean of the data population is 750 ml.

— This conclusion does not imply or mean that the population mean is
750 ml, it just states the evidence is not strong enough to reject it.

 Nature of test.
* Wesel wording.
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Wine Bottling Example

Control Chart for Wine Bottling Machine

10 11 12 13

Bottling Run




Classical Statistical Inference

* Key Points
— Based on repeatable events.
 The expected value is the same for each event.
— Well defined batches or data populations.
— Samples can be randomly taken from a data population.

Not exactly the kind of world we work in!




Our World

Large volumes of data.

Lots of variability in the data.

Typically time series data sets.

Populations boundaries not always clear.

Difficult to randomly sample time series data sets.

Conclusion

— Classical statistical inference not well suited to analyze IT
infrastructure instrumentation metrics.



MASF

MASF - Multivariate Adaptive Statistical Filtering.
Seminal CMG paper written in 1995 by Buzen & Shum.

Directly addresses the challenges and problems faced by Capacity
Management professionals when working with operational metrics.

Provides a different analytical framework to work with metrics.

Suggests reporting formats for working with large groups of resources.

A must read paper for all Capacity Management practitioners!
Available on the www.cmg.org website.




MASF

 Compare and contrast with sampling theory.

— A fixed data population is replaced with a body of data that moves and
changes over time.

— A ssingle random sample is replaced by multiple reference sets.

« Random sample — Best possible data to estimate population
parameters.

» Reference set — A period of typical operation.

 Reference sets are aggregated across periods of typical operation to
become an Adaptive Filtering Policy.

— Between 10 to 20 reference set data points are needed.
* You want the data to reflect recent experience.




Reference Set

Typically each data point is one hour duration.
A week can contain as many as 168 (24x7) reference sets.
— Each hour of each day will be a separate measurement point.
— A week provides one data point for each of the 168 reference sets.

Day/Hour| 00 ( 01 | 02 | 03 (04 | 05|06 | 07 (08 | 09 | 10 | 11 | 12 | 13 | 14 (15| 16 [ 17 | 18 ( 19 | 20 | 21
Mon 001 004 007| 008
Tue 040| 041| 042 043| 044 045| 046
Wed 049 064
Thur 088 093| 094
Fri
Sat
Sun




Combining Reference Sets Across
WEE G

* A key part of the MASF methodology.
 This implies that the workload is longitudinally stable.

* A conceptual design assumption that should be verified.




Mainframe LPAR Reference Set
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Mainframe LPAR Reference Set
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Validating Longitudinal Stability

* Previous example was a simple visual inspection of the two tables.
— The artist approach.

* A better approach would be to measure the differences against
established thresholds.

— Consider the workload stable if the mean difference is less than 1.5%
and the variance difference is less than 2.5% for 90% of the Reference
Sets of interest.

— The scientist approach.




Validating Longitudinal Stability
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Validating Longitudinal Stability

Conclusion.

— Using the 1.5%/2.5% criteria, this is a very stable workload week over
week. Only two non prime Reference Sets exceeded the threshold.

Other calculation schemes are possible.
There is no single right or wrong answer here.

Longitudinal Stability is another way of saying this is a period of typical
operation.

The MASF framework also recognizes the need for seasonal adjustments
to resource consumption profiles.

Ultimately you will need to make a judgment call about the stability of the
workload over time.




Adaptive Filtering Policy

* Building an Adaptive Filtering Policy involves aggregating each reference
set across multiple weeks of typical operation.

— Reference Set #001 — 0000 Monday
* Data Point #01 —02 May 2011
* Data Point #02 —09 May 2011
* Data Point #03 —16 May 2011
* Repeat 17 times
— Reference Set #002 - #168
e Repeat above steps
* This process will take 20 weeks to develop the policy.
— Too long a period for most workloads, not good.
— Need to aggregate similar Reference Sets within a week.




Combining Reference Sets within a
Week

 Computationally similar to validating longitudinal stability.

— Look for Reference Sets with similar mean and variance values for a
given week.

— The consolidations should be done within windows of common usage
patterns.

 Example — Don’t consolidate a prime shift online workload with an
off prime shift batch workload even if they have similar resource
consumptions profiles.




Combining Similar Reference Sets

 One possible computational framework.
— Divide the week into the following groups.
* Four 6 hour shifts — 00-05,06-11,12-17,18-23
 Weekday and Weekend groups.
* A total of 8 groups
* Within each group look for consolidation opportunities.

00 (01(02(03|04|05|06|07)|08)|09)| 10|11 (12|13 |14 (| 15| 16
200 204
300 304
400 404
500 504
600 604
700 704
100 104




Combining Similar Reference Sets

The table now contains the mean value for each Reference Set.




Combining Similar Reference Sets

Within each group divide the Reference Sets into a small and large
variance sub group and order by mean value for each sub group.

Start a consolidation group with the lowest value observation and add
1.5% to it’'s mean value. This becomes the upper limit for the current
consolidation group.

Iterate through the observations until the mean value of the nth
observation exceeds the upper limit. All observations up to that point are
in the same consolidation group. Start a new consolidation group with the
observation that exceeded the upper limit.

Repeat process for each variance sub group.
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Combining Similar Reference Sets

The consolidated Reference Sets become Computational Groups.
Calculate control limits for each Computational Group.
— Simple mean and standard deviation typically used.
— Other more sophisticated methods can also be used.
* Favor recent events over older data.
Map these values back to the Reference Sets they came from.

We now have an Adaptive Filtering Policy!
— Use this to evaluate future period activity.
— May be adjusted to reflect seasonal activity.




Combining Similar Reference Sets
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Group Points Mean Std
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Sample Adaptive Filtering Policy

Reference | Metric Metric | Compute Data
Set Mean Std Group Points
200 19.0 1.5 4 20
201 322 4.3 10
202 19.0 1.5 20
203 8.8 1.3 60
204 8.8 i3 60
205 10.8 1.2 50
206 13.8 i3 50
207 240 57 20
208 46.1 =5 20
209 61.9 1.9 20
210 61.9 1.9 20
211 576 1.8 30
212 434 1.9 50
213 455 1.6 30
214 52.3 1.8 10
215 50.5 1.8 20
216 434 1.9 50
217 38.1 23 50
218 304 20 30
219 16.0 1.1 50
220 16.0 1.1 50
221 42.6 1.3 40
222 43.8 1.7 20
223 28.2 22 50




Sample Adaptive Filtering Policy

 Typical Use
— Create an Adaptive Filtering Policy weekly.
* Use 8 to 10 weeks of historical data.
e Supplement with any seasonal or holiday adjustments.
— Use the policy to evaluate one weeks worth of actual data.
— Repeat process.

 There are many other ways this framework can be used!
* Noright or wrong answer here.




Adaptive Filtering Policy

11 12 13 14 15 16 17 18 1%) 20 21 22

Lower Limit Upper Limit




MASF Review

Different conceptual framework for handling metrics.
Divide and conquer the dynamic metrics we work with.

Treat each hour of each day as a separate data population (aka Reference
Set) and aggregate over time.

Look for similar hours within shifts and combine Reference Sets to create
Computational Groups.

Use Computational Groups to create limits and map them back to the
Reference Sets they represent.

Apply any seasonal adjustment to the control limits.

The result is an Adaptive Filtering Policy that will be used to evaluate
future period activity.




The Master of MASF

* lgor Trubin —IBM

Exception Detection System, Based on the Statistical Process Control
Concept — 2001

Global and Application Level Exception Detection System, Based on
MASF Technique — 2002

Disk Subsystem Capacity Management, Based on Business Drivers, |/O
Performance and MASF — 2003

Global and Application Level Exception Detection System, Based on
MASF Technique — 2004

Capturing Workload Pathology by Statistical Exception Detection
System — 2005



The Master of MASF

 System Management by Exception, Part 6 — 2006
e System Management by Exception: The Final Part — 2007

* Blog—itrubin.blogspot.com




Igor’s Blog

SYSTEM MANAGEMENT BY
EXCEPTION

UCL=LCL : How many standard deviations do
powered by Google™  we use for Control Charting? Use ZERO!

How many standard deviations do we use for upper (UCL) and lower

(LCL) limits calculations on a control charts? 3?7 1?7 What about 0 st.

dev.!? Indeed, the simplest way to build MASF data for exception
2007 (2) detection is to use 168 weekly hours averages as a baseline, so that
2008 (2) would be the case when ZERO st. Dev is used to make UCL=LCL!
Plus for further simplification the current data could be included in
wider historical baseline (Why not?). My EV meta-metric in this case
would be just difference between actual metric value and the average
2011 (4) or baseline!

2009 (15)

2010 (17)




Related Papers

* Ron Kaminski — Kimberly Clark
— Automating Process and Workload Pathology Detection
Automating Process Pathology Detection Rule Engine Design Hints
Time Stable Workload Characterization Techniques
Automating Workload Characterization by Policy
Business Metrics and Capacity Planning
 Dima Seliverstov — BMC Software

— Application of Stock Market Technical Analysis Techniques for
Computer System Performance Data

— Applicability of Spectral Analysis Techniques to Computer Performance
Data Analysis




Summary

The primary objective here is to identify analytical techniques that will
allow us to monitor large pools of servers and other infrastructure assets
to look for discernable change to their usage patters.

If this was easy, it would have been done a long time ago.

It will not work for all workloads, all the time.




Summary

* A positive note

— Even if workloads are not repeatable and can’t be monitored by this
technique, displaying the mean and control limits for a workload
provides valuable insights into it’s behavior.

— Reporting the variability of a variable along with its value is
recommended for most management reporting efforts.




